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Session 17: Statistical Analysis

Instructor Guide


Session No. 17

Session Title:
Statistical Analysis 

Time:

2 hours

Objectives

By the end of this session, the student should—

17.1 Be able to name programs for statistical analysis by emergency management professionals and have an idea of how they work—

· Statistical program (Statistical Program for the Social Sciences, SPSS™).

· Database program (Microsoft Excel™) 

17.2 Understand some statistical concepts (optional, requires one additional hour if covered).

Scope

Most of the statistical analyses done for emergency management studies involve summarizing data and presenting it in a way that is easy to understand.  For small studies, this can be done through a wide variety of techniques, usually already familiar to the students.  If students have not had a basic introduction to statistics, the instructor may want to go over the information associated with objective 2.  This is not meant to provide anything like coverage of the subject because of time constraints.  For larger data sets, it is convenient to use one of several computer programs.  Two such programs are described in this session. The Statistical Program for the Social Sciences (SPSS™) is a commonly used computer statistical program for analyzing data from emergency management studies as well as a wide variety of behavioral science disciplines.  SPSS runs on a variety of platforms including Windows and Macintosh and supports fairly easy production of graphical displays and statistical analyses. Excel™ can accomplish many of these kinds of functions.  For a small fraction of emergency management studies, which are concerned with the study of multiple variables, SPSS handles a variety of statistical analysis not possible with Excel.  Statistical analysis is usually taught as an entire course, so that this session only barely introduces the topic.
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Remarks

Objective 17.1.
Programs for statistical analysis.

SPSS Statistics Menu Commands

Command


Function of Command

Summarize
Summarizes data with statistics, charts, and reports



Custom table
Provides attractive, flexible displays of frequency counts, percentages, and other statistics



Compare Means
Provides techniques for testing differences among two or more means for both independent and related samples



ANOVA Models
Provides techniques for testing univariate and multivariate analysis-of-variance models, including repeated measures



Correlate
Provides measures of association for two or more variables measured at the interval level



Regression
Provides a variety of regression techniques, including linear, logistic, nonlinear, weighted, and two-stage least-squares regression



Nonparametric
Provides nonparametric tests for one sample, or for two and more paired or independent samples



Time Series
Provides exponential smoothing, autocorrelated regression, spectral analysis, and related techniques



What SPSS Summarize Commands Do

Frequencies is used—

· to make tables and displays that show how often different values of a variable occur in the data. 

· to obtain summary statistics that describe the typical value and the spread of the observations.  

Descriptives is used to calculate statistics that summarize the values of a variable.  For example—

· Average income of customers and see how much spread or variability there is around this average value. 

· Values above which and below which certain percentages of your cases fall.  For example, 25% have incomes less than $25,000, 50% less than $45,000, and 75% less than $68,000. 

Explore is used to produce summary statistics and displays, either for all of your cases or separately for groups of cases. Figures and tables include—

· boxplots

· stem-and-leaf plots 

· histograms

· frequency tables 

Crosstabs examines the relationship between two variables. 

· Use when both variables are measured on a nominal or ordinal scale. 
· It creates a table that contains a cell for each possible combination of the categories included in the two variables.
An Example of Crosstabs:


Satisfaction with Emergency Medical Service

Area
Satisfaction

Less than Highly                     Highly Satisfied

      Satisfied

   Rural


42%
58%

   Metro


11%
89%

Analyzing the Relationship between Two Variables (using SPSS)

SPSS Function
Description of Function

Crosstabs

Correlation

Plot

Means

T-Test

One Way Analysis of Variance
Association between two discrete variables

Association between two continuous variables

Graphic display of association for two continuous variables

Computes means for a continuous variable by discrete variable groups

Test for difference of means for a continuous variable between two groups 

Difference of means for more than two groups of a single variable



Using Excel for Statistical Analysis

Excel is not a statistics package but the Analysis Toolpak has a number of statistical functions.

Excel Statistical Functions

Test
Notes on Uses

linear regression

t-tests

simple analysis of variance

histograms (bar graphs)
Provides best fit line and prediction for two (or more) variables (such as annual cost of housing)

· One-tail vs. two-tail?

· Independent vs. dependent groups?

Performs like a t-test except allows more than two groups to be compared on a single variable

Good graphical way to show results of a study with a control group and several treatment groups

Interactive Activity

If you have access to a computer lab or a computer connected to a projector, go through the first part of the SPSS tutorial.  Otherwise discuss the crosstab summary table shown below.

Exercise on Using Percentages in Bivariate Tables. 

A researcher asked 50 public safety professionals, 20 men and 30 women, to select the activity they considered most difficult (dealing with the public, technical skills, emergency operations).  Here is the data table: 

Gender
Activity Considered Most Difficult


Dealing with Public
Technical Skills
Emergency Operations

Male
10
7
3



Female
15
6
9



1. What percent of the sample named dealing with the public as the most difficult activity?

2. Do men and women appear to differ in their ratings of the difficulty of performing emergency operations?

3. Do men and women appear to differ in their ratings of the difficulty of technical skills?

4. Among those who picked dealing with the public, what percent were women?

Additional Information

Objective 17.2.
Statistical concepts.
Statistics is both a collection of numbers and/or pictures and a process: the art and science of making accurate guesses about outcomes involving numbers.

The goals of statistics are to—

1. Describe sets of numbers. 

2. Make accurate inferences about groups based upon incomplete information.

Steps in the Process. Making accurate guesses requires groundwork.  The statistician must—

1. Gather data (numerical information).

2. Organize it (sometimes in a pictorial).
Analyze it (using tests of significance, and so forth).
Some computations simply summarize, to show the general trend of a data set; these are descriptive statistics.  Other computations are meant to answer a question, for example whether data from two groups shows two groups to be the same or different according to the measure taken; these data are called inferential statistics. 

Descriptive statistics are usually a function from the data which is described as a single number. One example is the arithmetic mean which describes the data by a particular kind of central tendency or location. The basic goals are these: what is the data’s location, how spread out is it, and how strong is its association with other data?

Characteristics of Descriptive Statistics

Location

The following statistics describe the “location” of the data, usually the “center” of the sample.

Mean.  The mean is the average of a group of numbers, which describes the center of mass of the sample. This value is a good measure of the central tendency of a population; however, it is affected by a skewed distribution or when there are extreme outliers. 

Median.  Like the mean, the median is another measure of central tendency; it indicates the value at the center of the distribution.  Half of the scores will be above and half below. The median is less affected by outliers than the mean, since it is insensitive to how far the numbers are from the median. However, like the mean, the median is also affected by skewed distributions. The larger the difference between the median and the mean, the more likely that the distribution is not normal. 

Trimmed Mean.  Discarding the highest and lowest values in a distribution and averaging the remaining values yields the trimmed mean. It is common to discard the highest and the lowest 25 percent of the values. The trimmed mean is a robust alternative to the mean and is in some ways preferable to the median. 

Mode.  The mode is the most common value in a distribution; for example, the mode of the distribution (1, 2, 2, 2, 3, 4, 4) is 2. 

Minimum and Maximum.  The minimum and maximum of a sample give an idea of its location, but not of its central tendency. They are often ignored in statistics books, which concentrate on statistics that are used in hypothesis testing, such as the mean. Nevertheless, they are important because they help the researcher to visualize the data, outlining its location and helping to identify outliers, which are sometimes the most important elements of the data because they are most in need of explanation.

DESCRIPTIVE STATISTICS

These are statistics used to describe a data set. This should be review from the research and design lecture. There are two types of descriptive statistics: Measures of Central Tendency (e.g., mean, median and mode) and Measures of Variability. Both measures are needed when describing a data set to make it meaningful. 

INFERENTIAL STATISTICS

These types of statistics make inferences or draw conclusions from your data. Important terms follow—

A population is the group under study. For example, if you are studying different evacuation patterns in a metropolitan area depending on whether a person is physically handicapped or not, the population would be every person in that metropolitan area.  Because that would be an impossible group to test, you would test a sample, or a subset of the population. 

Inferential statistics make inferences about a large group or population based on the data from a small group or sample. Inferential statistics try to answer questions like: How different are the experimental and control groups and how reliable is this difference? How confident can we be that the results were not due to chance? Inferential statistics provide a probability

estimate of the likelihood that the obtained results were due to chance or random factors. 

Usually, inferential statistics are accompanied by some p-value or significance value. The convention is that if value is less than .05, the result is significant: We are fairly sure that our results were not due to chance.  (Think of .05 as only 5 chances out of 100 that the result was due to chance). 

Types of Inferential Statistics

Parametric—these are used for ratio and interval scales. Examples of parametric tests include the t-test and analysis of variance (ANOVA).

Non-Parametric—these are used for ordinal and nominal scales. An example is a Chi-Square test.

An Example of Regression and Correlation

A realistic example is presented in the figure on page 168 showing a hypothetical relationship between population and crime rate in small- to medium-sized cities.  Each dot in the scatter gram is a city, and its placement reflects that city’s population and its crime rate. 

A regression line showing the best possible linear representation of the several points is shown, which is an equation of the form Y = a + bX, where X and Y are values of the two variables.  
In this equation—

· a equals the value of Y when X is 0

· b represents the slope of the line.  

If the values of a and b are known, an estimate of Y for every value of X can be calculated.

Regression analysis is a technique for establishing the regression equation representing the geometric line that comes closest to the distribution.

Correlation is primarily concerned with finding the magnitude and direction of a relationship between two variables. 

Uses of correlation are—

· To see if variables are related. 

· To predict one variable from another. 

Limitations of correlation—

· The fact that two variables are related does not mean one causes the other.

· The degree of relationship can vary from perfect to non-existent, with everything in between.

· In an imperfect relationship, knowing the value of X gives us some information about the value of Y, but we cannot predict Y with total accuracy.

The correlation coefficient—

· Gives the magnitude and direction of a relationship.

· Can range from -1 to +1.

The sign of the coefficient tells you whether the relationship is positive (direct) or negative (indirect). 

The higher the number the greater the correlation (the closer to perfect). A correlation of 1 (-1) tells us the relationship is perfect. 

When there is no relationship at all (non-existent), the correlation coefficient is zero.

Pearson’s r—

· the most widely used correlation coefficient 

· the slope of the linear regression line best fits data points 

· measures the extent to which paired scores occupy the same or opposite positions within their own distributions. 

· assumes the scores are measured on interval or ratio scales. 

· can also be interpreted in terms of the variability of Y accounted for by X. 

Important in prediction: If you know X and want to predict Y, correlation tells you how good your guess will be. 
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Crime rate as related to a city’s population.  The regression line is also shown.

Correlation and Causation
It is possible for two variables to be related (correlated), but not have a causal relationship.

For example, suppose there exists a high correlation between the math achievement test scores of elementary school children and the length of their index fingers. Does that mean that long index fingers among elementary school children causes them to be better at math? That seems absurd. Both of the above variables are related to a common variable, the age of the children. The older the child, the larger he/she is, and the more experience with math. This is an example of correlation without causation.

Much of the early evidence that cigarette smoking causes cancer was correlational. It may be that people who smoke are more nervous and nervous people are more susceptible to cancer. It may also be that smoking does indeed cause cancer. The cigarette companies made the former argument, while some doctors made the latter. Later laboratory research showed a cause and effect relationship.

Research and Analysis Methods in Emergency Management
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