Session No. 8


Course Title: Business and Industry Crisis Management, Disaster Recovery, and Organizational Continuity

Session 8: Business Area Impact Analysis and Risk Perception

Time: 2 hr


Objectives:

8.1 Complete the small group work and reports for objective 7.5 (Research BAIA support services on the Internet and summarize the scope of the services and their potential use and benefit).

8.2 Discuss the similarities and differences in the definitions of the terms “vulnerability analysis,” “risk analysis,” and “risk assessment” as presented in the text by Lerbinger and those previously presented in session 2. 

8.3 Explain the concept of risk perception and why an understanding of the concept is necessary for accomplishing the risk management function and engaging in effective risk communications.

8.4 Discuss the drivers of risk perception and why they should be considered when making risk comparisons.


Scope:

This session starts with small-group work and group reports to complete objective 7.5. Following the completion of the modified experiential learning cycle for this objective, the course content will shift to the risk management function, where the results of risk assessment and BAIA are used to develop strategies and supporting contingency plans. An essential consideration in the risk management function is the concept of risk perception. The remainder of this session will cover the topic of risk perception and why it must be considered and accommodated in the risk management function. The students are required to complete their first readings in the Lerbinger text for this session. The reading shifts from the preface and chapter 1 to chapter 11, but that should not cause any problems for the students. The preface provides a good overview of Lerbinger’s general ideas and philosophy concerning crisis management. Chapter 1 revisits the definition of the term “crisis” and groups various crises by general types. These groupings are followed in subsequent chapters that will be assigned later in the course. Assigned reading in chapter 11 covers risk perception and provides background for lecture and discussions in this session. In chapter 11, Lerbinger provides alternative definitions of vulnerability analysis, risk analysis, and risk assessment but admits that the terms “risk analysis” and “risk assessment” are sometimes used synonymously. The modified experiential learning cycle for objectives 8.2–8.4 can be completed through class discussion at the end of the session.


Readings:

Student Reading:

Lerbinger, Otto. 1997. The Crisis Manager – Facing Risk and Responsibility. Mahwah, NJ: Lawrence Erlbaum Associates. Preface, pp. ix–xiii; chapter 1, pages 3–18; chapter 11, pages 267–279.

Instructor Reading: 

Cutter, Susan L. 1993. Living With Risk: Geography of Technological Hazards. New York: Edward Arnold. Chapter 2, pages 11–32.

Lerbinger, Otto. 1997. The Crisis Manager – Facing Risk and Responsibility. Mahwah, NJ: Lawrence Erlbaum Associates. Preface, pp. ix–xiii; chapter 1, pages 3–18; chapter 11, pages 267–279.

National Research Council. 1989. Improving Risk Communications. Washington, DC: National Academy Press. Chapter 2, pages 30–53.

Slovic, Paul, Fischhoff, Baruch, and Lichtenstein, Sarah. 1979. “Rating the Risks.” In Readings in Risk, edited by Theodore Glickman and Michael Gough. Washington, DC: Resources for the Future. 1990. Pages 61–74, table on page 69. Originally appeared in Environment (Vol. 21, No. 3, pages 14–20, 36–39).


General Requirements:

None.


Objective 8.1  Complete the small group work and reports for objective 7.5 (Research BAIA support services on the Internet and summarize the scope of the services and their potential use and benefit).

Requirements:

Allow 20 to 25 minutes to complete the small group work and 2 to 3 minutes per group for the oral reports. Rotate the formal assignments within each group.

The students should submit their individual written work to the instructor after the group work and oral reports.

Complete the modified experiential learning cycle for this object by class discussion.

Remarks:

I. Explain the goals of the small group exercise.

A. To discuss each group member’s findings.

B. To prepare a short (two to three minutes) oral report of the scope of the services investigated and their potential use and benefit, and present the report to the class for discussion.

II. Complete the modified experiential learning cycle for this objective by class discussion. Some questions to lead the discussion might include:

A. Why would a business seek the services of an outside consultant in completing a BAIA? 

B. The consultant services, software packages, and training courses available appear much more complicated than the relatively simple approaches. Is this level of complexity really necessary? Why not just use the simple questionnaire method included in the Guide for Business and Industry?

C. How are the various services available similar and different?
D. If the BAIA services of an outside consultant are to provide maximum value to the overall crisis management and business continuity process, what can and should the business’s leadership do before, during, and after the consultant involvement? 

Supplemental considerations:

The necessary complexity of the risk assessment and BAIA functions are generally reflective of the complexity and size of the business for which they are being conducted. For a complex business, the use of outside consultants familiar with quantitative analysis and business process identification and decomposition can help ensure that the necessary information is collected, analyzed, and presented in a useful fashion. Software support packages can assist in development and administration of questionnaires used to collect information. Training courses can help develop a systematic methodology and have the added benefit of providing the recipients with in-house expertise that can revisit the risk assessment and BAIA functions on a periodic basis. Risk assessment, BAIA, and the resulting risk management strategies and decisions are not one-time activities. They are dynamic in nature and should be revisited as a business and its environment evolve over time.

Essential to the successful use of outside consultants is their credibility and acceptance at all levels of the organization. Everyone who will potentially be involved should understand the purpose and plans of the consultants. Top-level management should openly express their support and willingness to devote time and effort to the consultant’s work. Continuous review of the consultant’s process and progress should be conducted so that there are no surprises in the final results and recommendations. Although these actions may not be sufficient to ensure the acceptance and use of the consultant’s services and product, they are arguably necessary. 

Finally, it should be pointed out that a complex process involving outside consultants may not be necessary to achieve useful results. The results of an internally generated and resourced effort (such as the Arlington Plastics case study) may provide the information the organization’s decision makers need. In that case, the simplified methods used in the case study or the methods explained in the FEMA Guide for Business and Industry are probably sufficient. 


Objective 8.2  Discuss the similarities and differences in the definitions of the terms “vulnerability analysis,” “risk analysis,” and “risk assessment” as presented in the text by Lerbinger and those previously presented in session 2. 

Requirements:

Discuss the similarities and differences in the definitions of the terms.

Remarks:

I. Session 2 established the following definitions for use in this course:

A. Vulnerability Analysis – The determination of the possible hazards that may cause harm.

B. Risk Analysis – The determination of the likelihood of an event occurring (probability) and the consequences of its occurrence (impact) for the purpose of comparing possible risks and making risk management decisions.

C. Risk Assessment – The combination of vulnerability analysis and risk analysis. The determination and presentation (usually in quantitative form) of the potential hazards, and the likelihood and the extent of harm that may result from these hazards.

II. Lerbinger provides the following definitions of terms (page 270):
A. Hazard Identification – Asking whether a hazard exists.

B. Risk Analysis – The four steps: hazard identification, risk assessment, determining the significance of the risk, and communicating risk information.

C. Risk Assessment – An attempt to estimate the nature, severity, and likelihood of harm to human health and the environment. (Lerbinger also states that risk assessment is sometimes used synonymously with risk analysis.)

III. What are the similarities and differences in these two sets of definitions? 

IV. Neither set of definitions is necessarily correct or incorrect. 

A. From the perspective of the course author, the session 2 definitions are consistent with the references and generally accepted definitions of terms used in a business context.
B. The two definitions of risk assessment are actually quite similar. The course definition is more general in that it is not restricted solely to the harm of human health and the environment. 

Supplemental Considerations:

Remember Kaplan’s theorems from session 2:

1. Theorem 1: 50% of the problems in the world result from people using the same words with different meanings.

2. Theorem 2: The other 50% comes from people using different words with the same meaning.


Objective 8.3  Explain the concept of risk perception and why an understanding of the concept is necessary for accomplishing the risk management function and engaging in effective risk communications.

Requirements:

Present the content by means of lecture and discussion as necessary.

Statistics are presented that can be used to compare the relative risks of motor vehicle and airline travel, yielding different results depending on how the statistics are used. Present the information to the students and discuss the implications.

Remarks:
I. Risk perception defined.

A. Perception, in the narrow sense, refers to the reception of environmental stimuli by one or more of the five sensory preceptors: sight, smell, hearing, taste, and touch (Cutter p. 13).

B. Cognition is the process of making sense of these sensory stimuli that are coded and filtered through one’s (or a group’s) experiences (including exposure to media reports), education, personality, and value and belief systems, and that are ultimately stored as knowledge and memories (Cutter p. 13). 

C. The combination of perception and cognition shapes an individual’s or a group’s mental image of reality. This mental image, when applied to risks, is what we refer to as “risk perception.” 

D. The previously presented (session 5) definition of risk perception – an individual’s or group’s beliefs about risks which are based upon the information available to them, their past experiences, value systems, and the social context – combines the components expressed in A, B, and C above.

II.
The importance of understanding the concept of risk perception.

A. An appreciation of the complexities of risk perception is extremely important to the assessment and communication of risk, its understanding within and external to an organization, and the execution of crisis management and business continuity functions. 

B. As discussed in the previous sessions, risk assessment and BAIA attempt to identify and quantify the sources of risk and determine probability and impact in a systematic manner for the purpose of making the best possible decisions. 

1. The data used to conduct these assessments and analyses can be gathered from historical records as described in Lynch’s article “Quantitative Risk Assessment: Application to Industry”
 and other quantitative methods as described in session 6. These methods are not without their limitations, though, and are not necessarily the only or best method to use. 

2. Qualitative methods involving personal judgement are often the primary, if not the only source of data for risk assessment and BAIA. Judgmental biases, as described in session 6, can influence the perception of risk (both probability and impact), thus influencing and possibly distorting the results of the risk assessment and BAIA.

3. Risk perception influences the understanding and acceptance of risk assessment and BAIA information by internal decision makers. Risk perception also impacts the myriad of other external and internal stakeholders who are concerned with risks that extend beyond purely internal business matters. 

III. Personal and shared perceptions influence the collection and analysis/assessment of risk information and its eventual understanding and use. The article “Rating the Risks,” by Slovic, Fischhoff, and Lichenstein (1979; page 73), proposes several conclusions based upon previous risk perception research and the authors’ own research:

A. The cognitive limitations of people, coupled with the anxieties generated by facing life as a gamble, cause one to deny the uncertainties of life, to distort risks, and to believe statements that are claimed to be factual with an unwarranted degree of confidence.

B. Perceived risk is influenced and possibly biased by the imaginability and memorability of a potential hazard. Therefore, people may not have a valid perception for even familiar risks.

1. The meaning of the terms “imaginability” and “memorability” in this article are the same as the meaning of term “availability” (events more easily remembered are often judged as having high probability) used in the article by Cleaves (session 6) to explain sources of judgmental biases in the risk assessment process. 

2. Similarly, Cutter points out in her book (page 18) that we tend to overestimate the frequency of an event if instances of it are easily recalled.

a. As an example, she uses the graphic portrayal of an airline crash site, with pieces of wreckage, human bodies, and rescue workers searching for the black box flight recording devices. Media coverage places this image in front of the general public, with the resulting perception that airline crashes are relatively frequent events.

b. To emphasize this point, Cutter states that “in actuality the occurrence of an airline accident is quite rare and in the U.S., the risk of dying from an airline crash is actually less than the risk of dying from an automobile crash” (page 18). (See below and Supplemental Considerations. Ms. Cutter makes a factual statement that can either be supported or refuted depending upon how the historical data is considered and the risks compared.)

C. Disagreements about risk should not be expected to disappear in the presence of convincing evidence that supports one side or the other.

1. As mentioned in the article by Cleaves (session 6) the judgmental bias of internal coherence can result in the rejection of new information that contradicts beliefs built up over a period of years.

2. A great deal of research indicates that beliefs change slowly and are generally extraordinarily persistent, even in the face of evidence to the contrary (Slovic, Fischoff, and Lichenstein page 36). 

3. The case of siting nuclear plants and nuclear waste disposal sites drives this point home. Statistical evidence supporting the safety of the siting has been ineffective in changing the perception of the associated risk. Any mishap or near mishap is generally viewed as reinforcing the widely held perception of high risk, while long periods of safety and accident-free operation do little or nothing to diminish the perception of high risk. 

IV. Risk comparison – following up on Ms. Cutter’s example.

A. Ask the class, What does Ms. Cutter mean by the comparison expressed in her general statement of relative risk above? 

1. For this particular risk the impacts of airline and motor vehicle accidents are the same – death. 

2. The difference in measure of risk is thus due to different probabilities (or, as represented in the following statistics, frequency of occurrence).

3. When making statements of probability, and, in this instance, relative risk, it is necessary to define the metric chosen to avoid confusion and/or misrepresentation. In this case you might ask the following questions concerning the metric:

a. Is she comparing the number of fatalities per mile traveled or per trip?
b. What types of air travel (major passenger, commuter, private, cargo, etc.) and what types of motor vehicle travel (passenger vehicles, light and heavy trucks, motorcycles, buses etc.) are being compared, and are the comparisons logical and meaningful? 

c. Is she making the comparison for the population in general or just for those who travel by air and by motor vehicle? Obviously, a higher percentage of the population in general travels by motor vehicle than by airplanes. 

B. Historical statistics on air and motor vehicle fatalities and resulting comparisons.

1. Henley’s and Kumamoto’s book Reliability Engineering and Risk Assessment estimates the probability per year for the entire U.S. population as .0003 (3 chances in 10,000) for death by motor vehicle accident and .000009 (9 chances in 1,000,000) for death by air travel in 1969.
 

2. From the Department of Transportation safety statistics found on the Web at http://www.bts.gov/btsprod/nts/chp3v.html for the period 1990–1995:

a. For motor vehicles (including passenger vehicles, trucks, motorcycles, and buses) the number of fatalities of vehicle occupants was 1.5 per 100 million miles traveled.

b. For motor vehicles (including passenger vehicles, trucks, motorcycles, and buses) the number of fatalities of vehicle occupants and others (pedestrians, cyclists, etc.) was 1.8 per 100 million miles traveled.

c. For airlines (including major passenger carriers, commuter flights, and cargo carriers) the number of fatalities of airplane occupants was 1.7 per 100 million miles traveled. The airline statistics do not indicate if they do or do not include fatalities of others (persons on the ground).

d. During any one year in the period 1990–1995, airline fatalities per 100 million miles traveled ranged from a low of .019 in 1993, when there was a total of one airline fatality, to 4.4 in 1994, when there were 239 fatalities. During the same period, motor vehicle fatalities ranged from 1.7 to 2.1 per 100 million miles traveled with the total number of fatalities ranging from 39,250 to 44,599 in a year. 

3. From the above statistics, what conclusions can you reach concerning the relative riskiness of airline and motor vehicle travel?

C. An example of a misleading and irrelevant comparison (misleading because it is erroneous and irrelevant because the comparison of geographic areas to the presence of a toxin is not very meaningful) can be found on page 281 of the text by Lerbinger.

1. Lerbinger quotes a speech by David A. Meeker, executive vice president of Edward Howard & Co., a public relations consulting firm, in which he suggests putting technical terms in perspective when discussing risk. The example he uses is “likening a one part in a billion presence of a toxin with a postage stamp on the physical area of California and Oregon combined.”

2. This comparison is made to drive home the point that one in a billion is very small; but is the comparison accurate and does the comparison make sense?
a. Challenge the students to do the math and to make a similar comparison of the size of a postage stamp to an area that is one billion times greater. Assuming the size of a postage stamp is one square inch (one inch by one inch), an area one billion times greater is approximately one quarter of one square mile, an area much less than the combined areas of California and Oregon and yielding a comparison much less dramatic than that set forth by Meeker (see the calculation in the supplemental considerations).

b. Does a comparison of relative areas to levels of a toxin make sense? Can the students think of a comparison on one part in a billion that makes sense to them?

3. The intention here is not to ridicule Meeker or Lerbinger but to emphasize that inaccurate comparisons can obviously distort the message being conveyed and that even when comparisons are mathematically correct, they may not be very useful.

D. The point to be made and hopefully highlighted by these examples is that you need to be careful in what you compare, how you compare it, and the accuracy of your comparisons. By manipulating the comparisons, it is possible to exaggerate or minimize relative risk resulting in less than optimal risk management decisions.

Supplemental Considerations:

Cutter makes the statement that in the United States, the risk of dying in an airline crash is actually less than the risk of dying in an automobile accident, without any supporting explanation, reference, or statistics. What does she mean by this general statement? Is she merely stating the approximate individual risk measured in fatality probability per year for the entire population in a given year, which clearly portrays air travel as less risky? Is she comparing the number of fatalities per mile traveled or per trip? Does this include all types of airplanes (commercial and private)? Does it include all purposes of air travel (cargo, major passenger carrier, commuter)? The choice of metric and comparison can be used to support or refute her general statement. For example, the Department of Transportation airline and motor vehicle safety statistics for the period 1990–1995 in the U.S. (See the Web site at http://www.bts.gov/btsprod/nts/chp3v.html) show the following:

For motor vehicles (including passenger vehicles, trucks, motorcycles, and buses) the number of fatalities of vehicle occupants was 1.5 per 100 million miles traveled.

For motor vehicles (including passenger vehicles, trucks, motorcycles, and buses) the number of fatalities of vehicle occupants and others (pedestrians, cyclists, etc.) was 1.8 per 100 million miles traveled.

For airlines (including major passenger carriers, commuter flights, and cargo carriers) the number of fatalities of airplane occupants was 1.7 per 100 million miles traveled.

The airline statistics do not indicate if they do or do not include fatalities of others (persons on the ground, which is a relatively rare occurrence).

Thus, for the period 1990–1995, the risk of airline travel defined as the number of occupant fatalities per 100 million miles traveled was in fact higher than motor vehicle travel (1.7 compared to 1.5) which refutes Cutter’s statement.

Alternatively, for the period 1990–1995, if the risk is defined as the total number of fatalities per 100 million miles traveled, then airline travel is less risky than motor vehicle travel (1.7 to 1.8) which supports Cutter’s statement. 

During any one year in the period 1990–1995, airline fatalities per 100 million miles traveled ranged from a low of .019 in 1993 when there was a total of one airline fatality to 4.4 in 1994 when there were 239 fatalities. During the same period, motor vehicle fatalities ranged from 1.7 to 2.1 per 100 miles traveled with the total number of fatalities ranging from 39,250 to 44,599 in a year. 

Taking one year at a time and comparing fatalities per 100 million miles traveled for airline and motor vehicle travel, airline travel was riskier in 1994 and 1995 but less risky in 1990–1993. The choice of one particular year for the comparison thus either supports or refutes Cutter’s statement. Other comparisons such as fatalities per trip (motor vehicle travel would always be less risky since the number of motor vehicle trips are orders of magnitude greater), fatalities per hour of travel (again, motor vehicle travel would generally be less risky due to the lower speeds), or the total number of fatalities per year as the metric of risk (motor vehicle travel would always be riskier) allow different conclusions regarding the comparative risks. 

For Lerbinger’s comparison, use the area comparison – 1 stamp per square inch x 144 square inches per square foot x 5280 x 5280 square feet per mile = 4.01 billion stamps per square mile.


Objective 8.4  Discuss the drivers of risk perception and why they should be considered when making risk comparisons.

Requirements:

Give the students handout 8-1 and allow them 5 minutes to rate the relative risks of the 20 items with 1 the highest risk and 20 the least risk, measured in estimated casualties per year. 

Discuss the individual drivers of risk perception as listed in handout 8-2 and ask the class to provide examples of each and relate their rankings of risk on handout 8-1 to these drivers.

Handout 8-3 contains the actual numerical rankings of risk for the 20 items from handout 8-1. 

Complete the modified experiential learning cycle for objectives 8.2, 8.3, and 8.4.

Remarks:

I. Handout 8-1 from Slovic, Fischhoff, and Lichtenstein 1979, “Rating the Risks,” contains a list of 20 activities and technologies. Rank the relative risks of the activities and technologies from 1 to 20, with 1 being the highest risk as measured in estimated fatalities per year. 

A. The article does not quote a source for the statistics presented.

B. The article does not state if the statistics are for the U.S. alone or for multiple countries. Due to the stated number of motor vehicle fatalities (50,000) it is assumed that the statistics are for the U.S. only.

II. Drivers of risk perception.

A. The included overhead/handout 8-2, from the National Research Council publication Improving Risk Communication (1989) includes a list of qualitative factors that can contribute to the development and persistence of one’s risk perception. Similar tables are included in Lerbinger’s text, pages 276 and 277, and can be used instead of the handout. 

B. Discussion of the qualitative factors and the conditions associated with increased and decreased public concern (the examples provided are merely the opinion and ideas of the author unless references are provided). 

1. Catastrophic potential.
a. National attention associated with an airline crash in which numerous fatalities occur. The total number of airline crash fatalities in a year in the U.S. has ranged from 1 to 526 since 1960 (for the years included in the safety statistics found on the Department of Transportation Web site, see Supplemental Considerations for objective 8.3). 

b. During the same time period motor vehicle accident fatalities, which generally occur in small numbers for an individual accident, ranged in total number per year from over 36,000 to over 52,000. With the exception of major motor vehicle accidents in which large numbers are injured and killed or large numbers of children are involved (another driver of perception), attention rarely extends beyond the local area.

c. In the aftermath of the July 17, 1996, crash of TWA 800, national attention focused on airline safety. On July 25, 1996, President Clinton announced the creation of a commission, headed by Vice President Gore, to review aviation safety. In a February 12, 1997, White House speech, President Clinton stated “We will achieve a national goal of reducing the aircraft accident rate by 80% within 10 years.”

(1) Assuming 500 fatalities caused by airline crashes per year and the equal distribution of fatalities across all aircraft accidents, meeting this national goal would save 400 lives per year, roughly the average number of fatalities per three-day period for motor vehicle accidents (assuming 50,000 motor vehicle fatalities per year).

(2) A level of national attention and concern for motor vehicle safety certainly exists, but does it receive a commensurate level of expressed support of national leaders? 

2. Familiarity – concern for nuclear waste disposal (unfamiliar) compared with concern for household waste disposal (familiar yet potentially hazardous) in local landfills.

3. Understanding – concern for genetic research and its application compared with heavy manufacturing.

4. Own controllability – concern for traveling in an airplane as a passenger compared to driving an automobile and having control or even riding as a passenger (some passengers exert control over the driver).

5. Exposure willingness – willingness to pursue relatively unsafe activities undertaken voluntarily, such as smoking, skiing, rock climbing, and hunting, while refusing to live in the proximity of power lines or a nuclear plant, where risk is imposed by other persons or organizations. Keith Smith, in his book Environmental Hazards: Assessing Risk and Reducing Disaster, discusses voluntary and involuntary risk and makes the statement that “there is a major difference between voluntary and involuntary risk perception with the public being willing to accept voluntary risks approximately 1,000 times greater than involuntary risks” (emphasis added).
 

6. Effects on children. General social values are protective of children, who are considered more vulnerable than adults.

7. Effects manifestation. This is an interesting point to consider. For a nuclear disaster such as Chernobyl or a near miss like Three Mile Island, there is a high level of awareness and concern for the long-term (delayed) effects on people’s health, future generations, the environment, etc. Much of this can be linked to other qualitative factors such as familiarity, understanding, controllability, exposure willingness, etc. The author does not agree, however, that the immediate effects are associated with decreased public concern. The immediate effects of the Chernobyl disaster and the reaction to the events at Three Mile Island during and immediately following the problems raised significant public concern.

8. Future generation effects. There is increased public awareness and concern for environmental issues such as pollution, deforestation, global warming, ozone layer depletion, uncontrolled use of natural resources, etc., which may be of little or no immediate risk but may place future generations at severe risk.

9. Victim identification. The statistic that 50,000 fatalities occur per year as a result of motor vehicle accidents generally has less personal impact than personally knowing someone who died or witnessing a fatal accident. Victim identification can also extend to proximity. People are generally more concerned with a disaster that occurs in their own country than one that occurs in a distant land. For example, people in the U.S. have more immediate concern for an earthquake in California than for an earthquake in Turkey.

10. Dread. The dread associated with the possible suffering and death due to cancer tends to elevate concern about possible cancer causes such as radiation, toxic chemical exposure, family history, etc. 

11. Trust in institutions. The population in general may have a tendency to distrust certain groups such as politicians, lawyers, oil company executives, etc., while trusting others such as college professors, social activists, not-for-profit organizations, etc., based upon general feelings rather than specific information. 

12. Media attention. As mentioned when discussing Susan Cutter’s book earlier, media coverage can mold and shape public perceptions. Coverage of large-scale, spectacular events such as the Three Mile Island nuclear plant problems can raise the public’s perception of risk to a level that is considerably above levels supported by scientific study and analysis.

13.  Accident history. A record of safety (no or minimal accidents over a sustained period) can result in the general perception that an inherently risky operation is of low risk. If an accident does occur, the public perception of risk can change considerably. Witness the perception of risk for the space shuttle program that changed following the Challenger disaster or the public’s reaction following the Three Mile Island nuclear plant event.

14.  Equity. Increased social awareness creates a call for a more equitable distribution of risks and benefits on a national and international level.

15. Benefits. If the benefits of a particular medical treatment (i.e., chemotherapy or radiation treatments) for cancer are known and understood, the associated risks may be acceptable. If the benefits are not as well known and understood, the treatment might be rejected due to the perceived risk.

16. Reversibility. If a hazardous substance is transported through an environmentally sensitive area there is a risk of damaging the environment. The perception of risk may decrease if there are plans in effect and resources available to immediately contain and clean up the hazardous material following a spill.

17. Origin. People continue to live in areas with a relatively high risk of natural phenomena (e.g., the San Francisco Bay area – earthquakes; coastal areas – hurricanes; flood plains – floods) and are concerned with man-made risks such as secondary tobacco smoke exposure and proximity to nuclear power or chemical production plants, which could be statistically shown to be of lower risk.

C. Provide handout 8-3, which contains the rankings of risk from Slovic, Fischhoff, and Lichtenstein’s article and ask the students to compare their ranking with the statistical ranking and to comment on how the drivers of risk perception may have influenced their individual ranking. 

III.
Consideration of the drivers of risk perception.

A. The comparison of risks and alternatives is essential to the risk management function. Often, in making risk-based decisions, various risks are compared, and it is important to keep the concept of risk perception in mind. 

B. As stated in a note to the Qualitative Factors Affecting Risk Perception and Evaluation table, in Improving Risk Communication, from which handout/overhead 8-2 is derived, “Risk comparisons that ignore these distinctions (e.g., between voluntary and involuntary risks) are likely to backfire unless appropriate qualifications are made” (emphasis added; page 35). 

Supplemental Considerations:

The article by Slovic, Fischhoff, and Lichtenstein is dated (1979). The relative rankings have probably changed; but this was the only source of comparative risks for a wide range of activities and technologies that could be located for use in this session. If the instructor locates a more up-to-date list in his/her research, it should be substituted. Actual rankings of activities and technologies are not important. The discussion of qualitative factors and how they influenced the students’ rankings hopefully reinforces the content area of drivers of risk perception. 

The examples provided for the discussion of the qualitative factors and the conditions associated with increased and decreased public concern are merely suggestions and reflect the opinions and ideas of the author, unless a specific reference is provided. They are intended to generate the instructor-led class discussion on risk perception.

Through completion of the modified experiential learning cycle for objectives 8.2, 8.3, and 8.4 the students should understand how risk perception can affect the risk assessment and risk management functions. They should realize that their own perceptions of risk are influenced by qualitative factors and that the perceptions of internal decision makers and the external public are subject to the same influences.

They should understand that risk comparisons and statements of relative risk should include an explanation of the metric of comparison and that the choice of metric can change the results of the comparison. They should also realize that it is necessary to use accurate statements when making comparisons. 

� Federal Emergency Management Agency. 1996. Emergency Management Guide for Business and Industry. Washington, DC: Federal Emergency Management Agency.


� Lynch, James R. 1996. “Quantitative Risk Assessment: Application to Industry.” Disaster Recovery World III [CD-ROM]. St. Louis, MO: Disaster Recovery Journal. Pages 100–101. Originally appeared in Disaster Recovery Journal (Vol. 7, No. 2).


� Henley, Ernest J., and kumamoto, Hiromitsu. 1981. Reliability Engineering and Risk management. Englewood Cliffs, NJ: Prentice Hall. Page 11.


� Smith, Keith. 1992. Environmental Hazards: Assessing and Reducing Disaster. London: Routlege. Page 8.
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